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Abstract. In this work, we explore the interplay between text and vi-
sual attention mechanisms in a robot reinforcement learning setting,
where robotic tasks are conveyed through natural language instructions.
Specifically, we propose a novel approach aimed at enhancing robot task
learning and execution by leveraging an integrated multimodal attention
model that associates task-relevant environmental features with related
words in the natural language mission text. We illustrate the overall
framework architecture along with the learning process, emphasizing the
interaction between textual and visual feature-based attention mecha-
nisms. The method is trained in MiniGrid environments using the Prox-
imal Policy Optimization algorithm, and its performance is evaluated by
comparing the proposed architecture with a baseline that lacks atten-
tional mechanisms. Experimental results demonstrate the efficacy of the
approach also highlighting its potential in behavior transparency.

Keywords: Language Conditioned Reinforcement Learning - Multi-modal
Attention - Behavior Transparency - Robot Task Learning.

1 Introduction

This work presents a novel approach for enhancing robot task learning and execu-
tion through the integration of combined text and visual attention models. The
concept of attention, extensively studied in cognitive neuroscience, underpins
various cognitive models introduced to explain different behaviors, ranging from
active perception to cognitive control, with visual attention being the most ex-
amined form. Attention models and mechanisms have been also widely adopted
and utilized in the field of artificial intelligence, with particular success in ma-
chine learning. This is primarily due to the ability to improve performance and
accelerate training in many cases, also making the development of models more
efficient. In particular, attention mechanisms in transformers have revolutionized
the field of natural language processing (NLP) by enabling models to weigh the
relevance of different words in sentences contextually, thus capturing long-range
dependencies and interrelated patterns in texts.

In this work, we investigate the interaction between text and visual attention
models in a reinforcement learning setting, where robotic agents are instructed
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to accomplish tasks specified by natural language sentences. We address this is-
sue within a language conditioned reinforcement learning setting, where joint
representations of observation and textual representations are typically used
to enhance policy generalization and transferability to novel/unseen environ-
ments [1,19-21] or to enhance learning from human demonstration [§]. In this
context, we assume textually specified mission goals and train the robotic agent
to generate and exploit a combined multimodal attention model, where task-
relevant words in the mission description are mapped into related salient visual
features detected by the agent. This is achieved in a reinforcement learning set-
ting by training the agent to generate and exploit word-related attention maps,
which are suitably combined to coherently relate textual description with visual
features and effectively orient the agent behavior. Such attention mechanisms are
intended to support the agent’s ability to focus solely on objects that correspond
to the words present in the given mission, thereby enhancing the effectiveness
of task learning and execution. Moreover, the alignment between salient visual
features and task-relevant words aims to support the transparency of the agent’s
attentional behavior during task execution. We address these issues by proposing
an integrated framework endowed with combined attention mechanisms, which is
trained to accomplish simple tasks in MiniGrid environments using the Proximal
Policy Optimization algorithm. We illustrate and discuss the overall architecture
along with the learning process, emphasizing the interaction between textual and
visual attention models. The approach is evaluated by comparing the proposed
system with a baseline framework that lacks attentional mechanisms.The eval-
uation also includes assessing the quality of word-feature associations in the
generated attention maps. The experimental results demonstrate the advantage
of our approach in terms of efficacy and transparency.

2 Related Work

Over the years, various models of attentional mechanisms have been proposed
in the context of machine learning, primarily inspired by studies derived from
neuroscience [13]. Indeed, models of this type have been used in various con-
texts, including image and video classification and captioning [15, 23|, trans-
lation [5,26], and even in combination with text for question answering [3, 4].
Attention mechanisms have also been used in the context of reinforcement learn-
ing, as in [25]|, where the Deep Attention Recurrent Q-Network (DARQN) is
proposed, adding a soft attention and a hard attention to the Recurrent Deep
Q-Network (RDQN) [12], or in [18], where a soft attention mechanism is used to
highlight the task-relevant features of the frames in combination with the Deep
Q-Network (DQN) [16]. In this cases, the saliency maps are learned exclusively
through rewards and highlight the most important visual features in a given
frame that the agent needs to focus on. In [10], a multi-attention mechanism
is proposed, which is used in parallel on different segments of sensory inputs
for navigation in a grid environment. This approach allows the model to focus
on smaller parts of the input, achieving greater sample efficiency during learn-
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ing. In the literature, we also find applications of the self-attention mechanism
in a reinforcement learning context, such as [14], where the Markovian prop-
erty underlying reinforcement learning is leveraged to achieve spatio-temporal
attention, or in [27]|, where self-attention is used to calculate the relationships
between observed entities. Other works, however, have studied the application of
attention mechanisms that leverage different sources, thus making it no longer
a "self" attention. This is the case in [17], where the query vectors are produced
from the output of an LSTM layer, while the key and value vectors are produced
from the encoding of the visual observation. However, in our work, we aim to
study the interactions between natural language and what the agent observes
in the environment. In the field of language conditioned reinforcement learning,
several works have explored this possibility to define goals or instructions, such
as in [1,2,20,21], also leveraging gated attention mechanisms [11], and combining
images and text in the calculation of attention [19]. Indeed, the idea of directly
comparing the representation of text with what the agent perceives to achieve
multimodal attention, as seen in [19], aligns closely with the concept underlying
this work. However, their goals are fundamentally different; they focus on con-
ceptual reinforcement learning where, besides maximizing reward, the objective
is to extract concepts from entities in the environment based on textual scene
descriptions. In our case, the text provided to the agent represents the goal,
and the aim is to demonstrate how words in the task are mapped to what the
agent observes in the environment. This involves creating attention maps and
weights for each word, thereby enhancing both the agent’s performance and the
interpretability of the relationships between the text and observations developed
during training using only the reward as a feedback.

3 Proposed Approach

We assume a robot task learning problem, where goals are provided in natural
language. In this setting, we propose an approach based on multimodal attention
mechanisms that leverages both the observed features and the words of the
sentence representing the task. Our goal here is twofold: beyond enhancing the
learning and execution process, our aim is to simultaneously ground the words
to the associated observed features (related to objects and their characteristics,
such as colors) through per-word attentional maps and weights. As a side effect,
the proposed method allows for an additional level of transparency in the agent’s
behavior, as text attention and feature attention values are trained to be aligned
and related to the task under execution. The proposed architecture is end-to-end,
and both the execution of tasks and the learning of attentional maps, crucial for
achieving better performance, occur solely through the reward obtained in the
environment. We operate within a reinforcement learning context and employ the
Prozimal Policy Optimization (PPO) [22] algorithm for training. In the following
we detail the proposed method.
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3.1 Minigrid Environment

We demonstrate our approach in environments defined in BabyAI [8], a platform
based on MiniGrid [9] that features grid-based simulated scenarios and tasks (see
Fig. 1) formulated using a subset of a synthetic language called Baby language.
This language is a small subset of English but is combinatorially rich; indeed,
although intentionally kept simple, it contains 2.48 x 10'” possible instructions.
These instructions include tasks such as reaching, picking up, opening doors,
and placing objects next to others, as well as combinations like the "and" of
two tasks or a sequence (before/after). In this work, we use only instructions of
the type "go to <Descr>" and "pick up <Descr>," where <Descr> describes
the object with an article, color (including none), and type of object. Therefore,
possible sentences in the environments used for this study include phrases like
"go to the red key", "pick up a box", "go to the ball".

pick up the yellow ball go to the red key pick up the yellow ball

Fig. 1: Examples of MiniGrid environments used for this work, featuring "go to"
and "pick up" tasks.

3.2 Background

We frame our approach in the context of a reinforcement learning problem,
where the agent interacts with the environment to maximize cumulative reward.
Formally, at each time step ¢, the agent is in some state s; € S and chooses
the next action a; € A based on a policy 7 that can be deterministic, defined
as m : S — A, or stochastic, thereby determining a probability m(as|s;). The
agent receives a reward ry41 according to a reward function R : S x A — R.
Then, with a probability p(si41]s:, at) it moves to the next state sy11. In par-
ticular, the environments are created based on the MiniGrid environments and
associated with goal-augmented Partially Observable Markov Decision Processes
(POMDPs), formally described by the tuple (S, 4, 2,p, R, G, O,~), where 2 is
the observation space, O the probabilistic observation model, G the goal space
and 7y the discount factor. The reward function thus becomes a goal-conditioned
reward function R : S x A x G — R. We use PPO to solve the problem, which is
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an on-policy policy gradient algorithm that maximizes the following objective:
LOHP(0) = Ey[min(r(0) Ay, clip(re(0), 1 — €, 1 + €) A;)] (1)

where € is a hyperparameter, A, is an estimator of the advantage function at
timestep ¢, measuring the value of the selected action compared to the expected
value of the state, r(6) = % is the ratio between the new and old policies
7 parametrized by 6 and Hol; respectively. This objective penalizes overly abrupt
changes in the policy, aiming to keep the ratio () from deviating too much
from 1. We rely on the original version of the approach [22] where the overall

objective function is formulated as follows:

LyPO(8) = Bo[L§(6) — 1Ly (6) + caS[mo](s:)] (2)

with ¢1, ¢o, c3 coefficients, S an entropy bonus, and LYF = (Vj(s;) — V;**'¢)2.

3.3 System Architecture and Learning Framework

The system we propose takes as input the features observed in the agent’s field
of view along with the mission defined in natural language and generates the as-
sociated policy exploiting world-related attention maps. The learning framework
is detailed as follows (see Fig. 2). Let O € R/»*fvx3 and g € R™ be, respec-
tively, the portion of the grid observed by the agent (field of view) with height
and width f, and f,,, and m the maximum length (in words) of the task spec-
ification. We define O = Conwv(0) as the encoding of the observation through
a convolutional network, and § = Embedding(g) as the embedding of the task
tokens. Let Ogatten denote the flattening of the feature maps outputted by the
convolutional network, transitioning from shape (Kout, fr, fuw) t0 (fn: fuw, Kout),
where K,,; is number of filters used in the last convolutional layer. Drawing in-
spiration from the scaled dot-product attention mechanism with query, key, and
value proposed in [26], we obtain the attention matrix

A = softmax (Cf/f;f ) 3)

where Q and K are, respectively, the projection of the embedding of the task (or
mission) ¢ and the encoding of the observation Ofiatten ONtO a space of dimension
dj.. By reshaping the rows of this matrix back to a shape of (f;,, fi), we obtain m
attention maps, one for each word. Each of these maps highlights the cells related
to the corresponding word in the portion of the grid observed by the agent (see
Fig. 3). However, we consider the attention maps as row vectors of A for the
subsequent formalizations. To amplify or reduce the signal in relevant positions
in the observed feature map based on the mission words, instead of directly
multiplying A by a matrix of values (as in [26]), we propose the alternative
method detailed below. We aim to derive attention weights for individual words
based on what the agent is observing. Specifically, we want to determine which
words are more "salient" for the portion of the grid that the agent is observing.
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To this end, we compute the Shannon entropy [24] on the rows of the matrix A,
which represent categorical distributions:

frfw
szl,,m, H(Al>=— Z AmlogAU (4)

Jj=1

To obtain the attention weights for individual words, we apply the softmax to
the negated entropy vector:

w = softmax (5)
—H(Am)

Finally, to obtain the attention map, we calculate the weighted sum of the m
rows of the matrix A, where the weights are the entropies obtained for each row:

m

i=1

This map M is applied to each feature map to highlight only the cells that
represent some element in the mission text:

Vi=1,...,fn-fu,  Fi=Ohutton M; (7)

Thus, by assessing the word-cell relevance, we effectively exploit a multimodal
attention mechanism. The filtered feature maps are then fed into an LSTM recur-
rent layer, enabling the agent to operate in a partially observable environment.
The output of this layer is concatenated with the output of a GRU recurrent
layer that processes the mission text.

4 Empirical Evaluation

The proposed framework is assessed considering both the system performance
and the quality of the word-feature grounding in the generated attention maps.
We assess the effectiveness of the multimodal attention system by comparing
its performance during both training and testing phases with a baseline system
lacking attention mechanisms. Specifically, the baseline is created by removing
the Attention Module (see the dotted box in Fig. 2) and directly passing the
convolutional network encoding Oﬂatten to the LSTM recurrent network, while
concatenating the output with the text encoding from the GRU recurrent net-
work which receives the word embeddings g.

4.1 Training

To train the agents we employed an environment defined by a single 8 x8 room
without walls (except for the perimeter ones) containing 4 randomly chosen and
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Fig. 2: System architecture. The components of the attention module are enclosed
within the turquoise dotted box. The attention maps Ai, ..., A,, are displayed
as matrix form for clarity, but they are row vectors of matrix A as detailed in
Section 3.3.

colored objects. For each task, one object is to be reached or picked up, while
the other 3 are distractors. We use the observation encoding proposed with the
MiniGrid environments, namely a 7 x 7 grid with 3 channels, representing the
agent’s field of view, where each cell of the grid is encoded as a tuple (object id,
object color, object state). The reward function follows the framework’s default
environment settings, providing a reward ranging from 0 to 1 only at the end of
the episode based on the steps taken to complete the task; in case of failure, the
reward is 0. We use the ’done’ action to prompt the agent to recognize when it
has successfully completed an episode-ending action, such as reaching a specific
object (in the case of ’go to’) or picking up an object (in the case of 'pick up’).
However, the agent can still pick up objects without issuing a ’done’ action, for
example, to clear obstacles from its path. The agents were trained for 15 million
steps in the described environment. The evolution of the average reward can be
observed in Fig. 4, where the model without attention converges to a lower value
and exhibits significant instability compared to the model with attention.

4.2 Testing

After training, we can evaluate the performance of the proposed framework and
the accuracy of the trained attentional mechanisms in word-feature grounding.
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1.0

0.84
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0.24

0.0

go to the grey ball

go to the grey ball

Fig. 3: Snapshot of the grid scenario (left) with the associated per-word attention
maps (Top right) and the word weights w (Bottom right). The per-world maps
are agent-centric with the agent positioned in the middle of the right side, facing
left, with the positions of objects relative to the agent mirrored along the vertical
axis. In this case, the agent must complete task described by the phrase "go to
the grey ball".

Performance. The performance of the proposed framework is compared to a
setup without attention. The evaluation is conducted across various environ-
ments with different dimensions and numbers of objects to assess the models’
robustness in larger settings. These environments present greater challenges, as
agents operate with a more limited field of view and encounter additional dis-
tractors. Fig. 6 shows the average reward and success rate over 100 episodes, av-
eraged across 5 different seeds for both agents. The collected results demonstrate
the robustness of the agent equipped with the multimodal attention mechanisms
compared to the agent without attention. Indeed, the former experiences a sig-
nificantly smaller decline in performance as the number of distractors increases.
In the most challenging scenarios, it maintains a mean reward between 0.8 and
0.85 and around a 90% success rate. In contrast, the model without attention
experiences a more significant performance drop, showing that the proposed
attentional approach not only enhances performance, but also improves gener-
alization and robustness to environmental changes.

Accuracy evaluation. To evaluate the quality of the generated attention maps,
we aim to measure how well the system places higher values in the maps at the
positions of the visible objects referred by the words in the mission specification.
As illustrated in Sec. 3.3, each word w in the mission text is associated with an
attention map A“. For each word w, we can also identify n,, related objects in the
agent’s field of view (e.g., the words "red" is associated with n,.q visible objects).
We refer to A%, = as the value of the A“ attention map at the coordinates (z,y:),
representing the actual position of the i-th visible object. Given a set of objects
in the agent field of view, the accuracy of the attention map A“ can be defined
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Fig. 4: Evolution of the reward for the model with attention and the one without
attention during training.

as follows:

acc, =

Fpy 1 if AY L
2P ng:{ LT (8)

N 0 otherwise

where % is a threshold to determine whether the object is correctly detected

(hit) or not (miss). Here, o € [0,1] is a parameter representing a percentage of

. This fraction calibrates the threshold with respect to the total weight of

the map divided by the number of visible word-related objects, representing the

value an object’s position would have in an attention map that assigns equal
weights to all word-related objects within the agent’s field of view.

The accuracy measure introduced above assesses the system’s ability to cor-
relate words with the precise target positions. To relax this notion, we introduce
variations of this accuracy measure accounting for hits near the target. In this
regard, we introduce the accuracy measure in the neighborhood of the object’s
position acc, ng that evaluates whether in the attention map there is at least
one cell that exceeds the threshold in the proximity of the object position. This
is defined as follows.

aCCu,ng =

Ny, 0 otherwise

N . 1
Z p7f =1 _nng with p;ung _ {1 if 3(k7z) € ng(xuyz) Acl:z 2 ani
(9)
where ng(z;,y;) is the set of coordinate pairs of positions surrounding the real
position of the object, meaning the positions at distance 1 in each direction.
However, during the experiments, we noticed biased directions for displacements

in the object proximity, i.e., shifted one step forward from the actual position
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Fig. 5: During the execution of “go to the green box” the agent highlights salient
task-related values aligning text salience (bottom right) and attention maps (top
right). Here, the green box is correctly related and emphasized, while the box
position shifted forward by one.

in the agent’s visual field of view (see Fig. 5). To account for these small biases
we introduce a more focused accuracy assessment in the target’s neighborhood
where the hits are shifted in some direction. In particular, we focus on hits with
a forward shift as the bias:

Nw _w
Zi Pibs
N

1 if AY > ad
aCCy bs = with p;"}bs = zﬂy7 = T (10)

’ 0 otherwise
where 7 is the shifted coordinate. Then, we can measure the accuracy accy cmb
of the combined hit of the actual and shifted positions of the target objects:

pY otherwise

Accuracy Results. To assess the system performance we focus on words related
to the objects and colors using the accuracy measures introduced above. During
testing, we evaluate the maps only when at least one object of the type/color
mentioned in the mission sentence is in the agent’s field of view. For the accuracy
measures we set a = 0.5, averaging the results over the number of evaluation step
for each episode (i.e., a task mission). We further average the collected values
over 100 episodes and across executions with 5 different seeds. The results are
provided in Fig. 7 for the object-related maps and in Fig. 8 for the color-related
maps. For these cases, we illustrate the accuracy values as the the grid dimension
and the number of objects increase. The accuracy in the neighborhood acc, ng
(green line in Fig. 7 and 8), as expected, is higher than the others, ranging from
over 90% to around 80%. However, the combined accuracy acc, emp (red line in
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Fig.6: Average reward (first row) and success rate (second row) with standard
deviations in the test phase over 100 episodes, averaged over 5 seeds for both the
model with attention and the model without attention varying with the number
of objects and grid size.
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Fig.7: Mean and standard deviation of the accuracies for the object attention
maps described in Section 4.2, averaged over 100 episodes and then averaged
across b seeds, varying with the number of objects and grid size.

Fig. 7) remains close, with a slight degradation as the number of objects -and
distractors- increases. Therefore, the agent remains capable of correlating col-
ors and objects with their associated positions in the attention maps, despite a
fixed bias that occasionally shifts objects and colors forward. We can also ob-
serve that this shift is more evident for the object-related maps (see Fig. 7),
where the accuracy of the actual position ace,, (dotted blue line) is lower than
the shifted accuracy acc, ps (dotted orange line). On the other hand, higher acc,
values can be observed for the color-related attention maps (see Fig. 8). Here the
values range between 80% and 70%, with a relatively stable performance as the
number of objects increases. Overall, the accuracy evaluation shows the system’s
capability to correlate objects, colors, and values in the word-related attentional
maps. This ability is maintained even in increasingly complex scenarios not ac-
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Fig.8: Mean and standard deviation of the accuracies for the color attention
maps described in Section 4.2, averaged over 100 episodes and then averaged
across 5 seeds, varying with the number of objects and grid size.

counted for during training. The generated attention maps can then establish
a coherent alignment between saliency in the linguistic and feature domains,
providing insights about the agent’s attentional focus during task execution.

5 Conclusions

We presented a novel approach to task learning, with agents instructed in nat-
ural language, that leverages multimodal attention mechanisms aligning mis-
sion words and observations relevance. Specifically, in the proposed method the
agent is trained to generate per-world attention maps, thereby grounding the
task words along with their relevance in the environmental observations. We
show that the generated attention maps not only enhance learning and execu-
tion performance, but also provide an additional level of transparency in the
agents attentional behavior, in that key words from input sentences guide the
agent during task execution, enabling focused interactions with specific features
and locations within the environment grid. The empirical results demonstrate
the advantage of the approach in terms of average reward and success rate com-
pared to the architecture without the proposed mechanisms. Moreover, the study
on word-feature association shows the system ability to ground relevant words
in the environment with high accuracy. In future work, we aim to investigate the
robustness of the proposed attentional mechanisms in more complex scenarios
and with more structured tasks. We plan to explore the feasibility of incremen-
tal learning, starting with simpler tasks to establish the grounding of words in
the environment, as proposed in this study. Subsequently, we will leverage this
capability to learn more complex tasks, in these settings, we intend to explore
the integration of executive attentional mechanisms [6] suitable for flexible task
orchestration [7].
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