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Abstract. The question-answering task is a classical problem of natu-
ral language processing and is largely applied to a plethora of possible
situations. There are different domains of application; one of these is pro-
viding an answer considering a text or a document, expecting to retrieve
the user with the required information.
For doing that, the state-of-the art approach is to represent each sentence
of the document with a contextual embedding and select the closer sen-
tence in terms of space (and consequential meaning) with respect to the
question of the user. Indeed, the position of the sentences in the space
can deeply influence the model and affect the correctness of the answer,
and a crowded space will cause problems for the selection of the best
answer. On the other side, a well-spaced space will provide better re-
sults. Starting from this idea, we will use weighted feature selection with
the objective of obtaining more space among the points representing the
document and consequently improving the performance.

Keywords: Contextual Embedding · BERT · Features Selection · Den-
sity.

1 Introduction

The Large Language Models (LLMs) advent of the last few years has totally rev-
olutionised the field of Natural Language Processing (NLP). In fact, models that
exploit a large amount of pre-training are capable of deeply understanding the
language and producing very meaningful word and sentence embeddings. The
sentence or word embedding has the goal of producing a vector that can encode
semantic characteristics of texts. If two sentences are semantically similar, the
model will produce two vectors that are close according to the similarity function
(Euclidean distance, cosine similarity, dot product, etc.). If the two sentences are
different, it will append the contrary. It is called context embedding because the
encoding process also considers the context of each word and not only their
meaning. As an example of contextual embedding, we will use the one produced
by Siamese BERT, a BERT-based model that is composed of two BERT models
that share the same error function.

The capability of encoding is a characteristic of the BERT-based models that,
unfortunately, require fine tuning. For fine-tuning, it is necessary to arrange an
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important amount of data and computational power. Besides, it causes the spe-
cialisation of the model and, consequently, the loss of generalisation. The char-
acteristic of the embedding is the large dimensionality of the vector produced,
and we can assume that each of these dimensions represents one, more, or part
of some linguistic rules. Not all linguistic concepts are helpful for all kinds of
tasks, and someone in certain situations can also represent noise and deteriorate
the performance of the model.

Our idea is to consider only the meaningful elements of the embedding for a
certain task and discard all the information that is not helpful for the problem
that we want to solve. For this, we will use a form of feature selection (FS).
FS is usually used to solve problems with large dimensions of data in the con-
text of machine learning. It helps to increase performance, reduce computational
expenditure, and avoid overfitting. The FS is also useful in instance-base algo-
rithms [1] (or lazy learning algorithms), where samples are classified according
to the similarity of other samples, exploiting some similarity function. The most
classical case is k-Nearest Neighbours (k-NN) [6].

There are different possibilities for the FS; the most common classification
is supervised or not supervised. In our implementation, we want to keep the
solution general and applicable to other contexts. For this reason, we chose
an approach that is not supervised. At the same time, it is also reasonable
to assume that well-spaced points (that represent the sentences) may reduce the
risk of error. If the question is present in a crowded space, it is more probable
that the model will equivocally predict the answer. For this reason, the goal
of the featured selection that we are going to apply is to space out the points
representing the possible answers and, consequentially, improve the performance.

So in this work, we try to push the sparsity of the representations to create the
most efficient configuration for the identification of the right query and avoiding
the use of training data, the computational expense, and the time required for
fine-tuning.

In fact, the fine-tuning of a BERT-based [8] model in a problem of text
classification can be seen as a procedure that pushes the representation of the
text of one class away from the representation of the text of another class.
This is done for better separation and to reduce cases of misclassification by
focussing on the features (or dimensions) of the vector embedding that highlight
the differences between the samples of different classes.

The paper is structured as follows: in Section 2, we introduce all the con-
text necessary for the understanding of the paper. In Section 3 we present the
task that we want to solve and the dataset that we will use. For Section 4, we
show techniques chosen for: text division, text embedding, and evaluating func-
tions. Section 5 is related to the choice of the method of FS and how we apply it
to the work. In Section 6 we comment on all the results in terms of sparsity and
right answer. In Section 7 we introduce all the related works, and in Section 9
we take the conclusions and propose some possible feature works.
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2 Background

In this section, we introduce all the concepts necessary to understand the pa-
per, starting with a definition of contextual embedding, showing the state-of-the
art methodology for question answering on the close domains system, and the
methods used on instance-based problems for feature selection.

2.1 Contextual embedding methods

There are many ways to produce contextual embeddings; the most commonly
used are BERT-based models. An example that works very well in cases where
it is necessary to use the semantic similarity is Siamese-BERT (SBERT) [14].
SBERT is a model based on BERT (Bidirectional Encoder Representation for
Transformers) specifically designed to quantify the similarity between two sen-
tences. The structure of SBERT is represented by two BERT models that share
the same objective function. This can be a continuous value in the case of sen-
tence similarity or a class for classification. In the training process, they share
the backpropagation error, with one model being influenced by the other’s error.
In particular, we will consider two pre-train models:

– “multi-qa-mpnet-base-dot-v1” [13]: this model is trained to recognise the sim-
ilarity between an answer and a question; it returns the best performance
on the task of semantic search. It has been trained on 215 million samples
(questions and answers). The model accepts a maximum sequence length of
512 tokens and returns a vector of size 768. The similarity metric used is the
dot product.

– “all-mpnet-base-v2” [12]: this model is trained for the general task of seman-
tic similarity and has the best results on sentence embedding. It accepts a
maximum sequence of 384 tokens and returns a vector of 768 elements. In
this model, it is possible to use all the evaluation metrics: cosine similarity,
dot product, and Euclidean distance.

2.2 Overview of question answering in close domain

There are a lot of solutions to the problem of question answering in close do-
mains [2], where the goal is to provide the information contained inside a doc-
ument requested by the user. There are different variations, but fundamentally,
the possible approaches are the following four techniques:

– Sentence Splitting: the first step is to divide the document into different
chunks of text; this text can be a simple sentence or an entire paragraph,
with or without overlap or other characteristics. The choice of solution for
this part is fundamental and will influence the future performance of the
models.
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– Sentence representation: the second step is to find a way to measure the
semantic similarity between them. The solution most commonly adopted is
usually embedding. The goal of the embedding is to create a vector that can
represent a sentence and the relationship between different sentences. If two
sentences are similar, the two encoded vectors will be similar according to
the evaluation functions.

– Evaluation of similarity: for the selection of the answer, it is necessary to
use some measure of similarity between a sentence in the document and the
query.

– Evaluation of the performance: it is possible to use a method similar to the
ones cited in the previous step, or it is also possible to human-check or use
methods that evaluate how many words the two sentences share.

2.3 Instance-Based Learning

The core problem that we plan to solve can also be defined as instance-based
learning, or lazy learning. The standard approach to machine learning involves
splitting the work into two principal phases: we train the model on portions
of data, and after that, these data are tested on a smaller dataset. In instance-
based learning, these two phases are not always well defined. This type of learning
method is based on the idea that samples that are similar need to be classified
in the same way.

2.4 The Nearest Neighbor Classifier

The most classical example of an instance-based algorithm is the k-Nearest
Neighbor (k-NN), a non-parametric algorithm based on the proximity of the
samples. In k-NN, each example is classified based on the vote of the k most
near examples present in the space. This algorithm can be used for classification
or regression problems. It is sensible to noise and to high-dimensional data; the
normalisation of the features can fix those limitations.

If an abnormal value is present for one of the features (very influential for
the classification), it will be biassed by the other values. More irrelevant features
are added to the data, the less influence will be exerted on the relevant features.
To correct this tendency, it can be helpful to use normalisation approaches or,
in the most critical cases, remove irrelevant features.

Attribute-Weighted k-Nearest Neighbor Methods One of the most im-
portant techniques for improving k-NN algorithm performance is the selection
of features. As mentioned before, one of the major limitations of the k-NN clas-
sifier is having samples with high dimensions because this can add a lot of noise.
Some cases exist where a feature provides a lot of information and another fea-
ture is irrelevant (see Figure 1). In this case, the X will be selected, while the Y
will be rejected. The illustrated case is an ideal situation (see Figure 1a); in the
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real-world scenario, there is no clear division between useful and not-useful in-
formation (see Figure 1b). Natural noise or the correlation between the features
that makes it necessary to use some weights for defining their importance.

(a) Ideal distribution [1](b) Real distribution [1]

Fig. 1: Comparison of the ideal distribution of the features (a) and a real distri-
bution (b)

2.5 Evaluation Metric

As previously mentioned, the evaluation function has a strong influence on the
results of the classification as it represents prior knowledge.

Dot-product
The projection of one vector onto another is known as the dot product. This

calculation considers the angle and the magnitude of the two vectors, making it
more advantageous than cosine similarity, which only considers the angle. One
drawback is that the outcome is not normalized. In order to increase similarity,
it is necessary to maximise the value. The formal definition is:

dot_prod(a, b) = a · b =

n∑
i=1

ai · bi = |a| |b| cos(θ) (1)

The product between |a| and |b| is always positive. The negativity is given
by the cosine of the angle. If it is between 0 and 90 degrees, then the result will
be positive; otherwise, it will be negative.

3 Datasets and task

Our aim is to develop a system capable of providing users with the required
information in response to their questions, using information that is already
available. The system’s core functionality is to identify and extract relevant
text segments with the goal of answering user information queries accurately.
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This case study focusses on documents and policy structures within the tourism
industry and hotels.

The dataset used for this implementation is the same as in the previous
paper [4], where we approached the task and started to analyse the correlation
between the sparsity of the sentence’s point and performance. This dataset is
composed of 820 questions pertaining to 41 different policies or rules sourced
from the internet. These documents vary in structure and length and originate
from various parts of the world.

In addition, generative models are also used to answer the questions, allowing
comparison with other approaches, typically based on state-of-the-art methods.
The nature of the questions varies significantly: some can be answered with
a simple yes or no, while others require more detailed information. In more
complex cases, it is necessary to contextualise the information provided to ensure
a complete answer.

4 Text division and text embedding

The text splitting is a fundamental choice that deeply influences the performance
of the model. In some cases, the sentence division can be used. At each dot
present, the text is divided, and that would represent an answer. This approach
has the pros of being very careful in choosing the sentence and avoiding possible
confusion. The problem is that dividing two answers of the same period can
mean removing the context for one of the two, resulting in an answer that is
often incomplete or without meaning.

A better solution can be the division by periods. A period contains more
sentences interconnected by reciprocal references and would always help to con-
textualise the right answer. The critical issue is that the relevant part of the text
that provides the correct answer is covered by all the information from the other
sentences present.

For the embedding part, we simply applied the two S-BERT models: “multi-
qa-mpnet-base-dot-v1" (MODELQ) and “all-mpnet-base-v2" (MODELG), as
described in Section 2. With each of the two models, we produce two different
embedding vectors, one for the question and one for the answers, and we save
them into a file. For each of the two types of embedding, we have to evaluate the
similarity between the question and all the possible answers for each document.
For both models, we used the dot product.

Performance is impacted by the way the points are distributed. Zones with a
large presence of points can negatively influence the performance (see Figure 2a)
by having a larger pool of possible answers. In case the points that indicate the
query have just one obvious choice, we probably achieve better results when the
points are distributed equally (see Figure 2b). While the second scenario is ideal,
the main objective should be to tend to that solution.

The correctness of the answers is verified using a human-check. For each
question, different possible answers can be considered correct. The results are
expressed using accuracy (correct answers/all the answers). We try to explore
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(a) Real points distribution (b) Ideal points distribution

Fig. 2: Comparison of the real distribution of the points (a) and an ideal distri-
bution (b)

other methods for performance evaluation, but they cannot be helpful in this sit-
uation. The F1 score, precision, or recall makes sense when the task involves the
use of classes. For question answering, models that measure semantic similarity
are usually used, but these would be the same methods used for the selection of
the best answer.

The results showed (see Figure 1) that the specific model MODELQ has
better performance compared to MODELG. This approach offers good results;
we have tested the answers provided by the MODELQ and the MODELG.
Compared to the one already tested in the state of the art, the model trained
on a specific question answer performs slightly better than the model trained on
the generic task of semantic similarity. The results are impressive in the case of
MODELQ reaching a value of 0.860 and in the case of MODELG reaching a
value of 0.830, considering that we don’t apply any type of fine-tuning and that
the goal of the system is to remain general and be applied to each context in
which some document is presented.

5 Instance-based Feature Selection

The FS in the state-of-the-art is usually applied to the problem of classification
or to instance-based methods. From what we know, this has never been applied in
the case of contextual embedding. The FS methods have the goal of maximising
the performance on the classification problem; in this case, it will be a little
different. The objective is to increase the sparsity of the points that encode the
semantic meaning of the sentences. This, according to our assumption, will make
it more difficult for the question to confuse the right answer.

The most similar case of our problem is the k-NN, which is a problem of
instance-based learning. The k-NN uses a distance function to evaluate the simi-
larity of some points represented in a space and, based on this similarity, classifies
each point. The way that we use the S-BERT model (without fine-tuning) can
be defined as an instance-based algorithm, exploiting already pre-trained con-
cepts that encode linguistic properties with the goal of creating a contextual
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embedding that can correctly represent the semantic relation present between
some sentences. In the test phase, we simply select the most similar sentence
with respect to the question present in the space using some distance function.

The innovation in this work is the use of weighted feature selection with the
embedding methods. In that way, we try to artificially imitate the behaviour of
the fine-tuning process in a faster and more adaptable way.

If we interpret each dimension as an embedding representation of a property
of the text, we cannot simply assume that all these properties are helpful. In an
ideal world, we have a space where for each dimension there is a precise rule,
but this isn’t an ideal case, so we can’t simply remove or keep a feature. It is
essential to find a way to weigh their importance.

5.1 Similarity function and weight of the features

To apply the FS, the most straightforward solution is to modify the similarity
function. The similarity function measures the similarity between two vectors;
in the case of the dot product, we multiply each dimension and sum the results.
The more similar two texts are, the higher the result of the dot product will be.
For this reason, a weight function will be applied that increases the influence of
the relevant features and decreases the influence of the irrelevant one.

X̄ = (x1 . . . xd) and Ȳ = (y1 . . . yd) and W̄ = (w1 . . . wd)

WeightedDotProduct(X̄, Ȳ , W̄ ) =

d∑
i=1

wi · (xi · yi) (2)

Once the formula for the calculation of the similarity is defined, it remains
to define the weight function. To keep this work general, we cannot consider the
question but only the sentences of the document. A method usually used in the
state of the art for identifying the most relevant features without supervision
is the variance. If a feature has a higher variance, it is more probable that the
feature will contain discriminant information. It is also fast to calculate and
perfect for this situation.

To obtain the weight from the variance, it is sufficient to normalise the value,
dividing by the greatest value of the variance and obtaining and returning a
value that is between 0 and 1. In our case, we can consider two types of feature
variance:

– Local variance: in the case of local variance, we consider the variance of
the features for each document, recognising that each document has its own
unique characteristics.

– Global variance: in this case, we consider one global variance for all the
documents with a more generalised assumption.
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6 Comparison between methods with and without
feature selection

To verify the effectiveness of this method, we decided to test it in the same way
we did for the method in Section 4, changing only the similarity function that
uses the information provided by the variance. After that, we will analyse the
results in terms of performance and sparsity of points.

6.1 Performance

The results obtained are very promising (see Table 1), considering the unsuper-
vised approach. We have seen an increase in performance for both models. In
the case of MODELQ Global FS, the results are near 1%. In the case of the
local FS, the increase is more contained but still present. The same applies to
MODELG.

We can notice that the FS method tends to change the most uncertain answer,
changing the prediction in case an answer is misclassified. Sometimes it predicts
the right answer (which increases performance), while a lot of others predict
another wrong answer. In any case, this opens up a lot of new possibilities,
giving us the possibility to also use the FS as a technique for identifying the most
uncertain answers. This can be exploited to try to reformulate the question to
clarify the most ambiguous request of the user.

The major pros of this method based on FS are principally two:

– Generality: it does not require any specific training or data and can be
applied to all possible topics. It is possible to define a pipeline that auto-
matically extracts the variance from the data and uses it for the FS. This
method can also be applied to every case that involves the use of embedding
(text classification, similarity quantification, etc.).

– Speed: this method is very rapid; the evaluation of the variance requires
a few moments, and it is so much more efficient than any other method of
fine-tuning; and it can also be applied in addition to it.

Table 1: Accuracy with and without FS.
Example Acc Example Acc

ModelQ (Baseline method) 0.860 ModelG (Baseline method) 0.830
ModelQ + FS with Loc Var 0.864 ModelG + FS with Loc Var 0.833
ModelQ + FS with Glob Var 0.869 ModelG + FS with Glob Var 0.836
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6.2 Sparsity of the points

The previous performance gives us the idea of how well the model performs
generally, but if we want to analyse the effect of the FS in terms of sparsity, we
have to see its effect on a single document. If our assumption is confirmed, a
question that passes from being labelled as wrong to being labelled as correct will
also change the distribution of its neighbor points. This can prove the correlation
between good performance and the sparsity of features. For this reason, it is not
helpful to analyse all the space occupied by the sentence’s document because
the questions are not distributed in all the space. If there is a poorly spaced
zone and there is no question around it, this will not affect the performance. So
the analysis will only consider the density around the points that represent the
questions. For the visualisation of the plot, we use Principal Component Analysis
(PCA) [11]. The PCA allows us to preserve the dependencies that exist between
points in n dimensions and transpose them to a set of points in two dimensions.
This is very helpful for visualisation, or also for feature selection (FS).

It is clear how there is a change in the point distribution according to the type
of FS applied (see Figure 3). We take as an example a document that misclassifies
two questions in case no FS is applied (see Figure 3a and Figure 3d), misclassifies
one question when Local FS is used (see Figure 3c and Figure 3f), and classifies
all questions correctly in the case of Global Feature Selection (see Figure 3b and
Figure 3e).

For question Q1, which is classified correctly only by the Global FS (correct
predict), there are fewer points around the neighbor, and those points have
more space between each other, whereas in the case of the Local and No FS
(wrong predict), there are more points, and these points are also more crowded.
Meanwhile, for question Q2, both methods that use feature selection correctly
predict the answer. They tend to have a larger number of points around the
neighbor compared to the method that doesn’t use feature selection, but those
points are well spaced and present in a more uniform way in all the space around
the question point. Meanwhile, in the case where the FS is not applied, there
are fewer points, but these points are concentrated in the upper part of the
neighborhood.

We can notice that the questions in general aren’t influenced by the FS in
terms of space position. This can be explained by the fact that in the variance
evaluation, the question was never taken into consideration. In any case, this is
a positive phenomenon, seeing that our goal is to push only the sparsity of the
sentences. It is also important to consider that in this case we are using the dot
product as a distance function, which means that we don’t have to consider only
the distance between the two functions but also the angle of the two vectors.

7 Related Work

The focus of this work is to define an FS on contextual embeddings produced by a
BERT-based model, with the objective of extracting the relevant information for
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(a) Normal embedding Q1 (b) Local FS embedding Q1 (c) Global FS embedding Q1

(d) Normal embedding Q2 (e) Local FS embedding Q2 (f) Global FS embedding Q2

Fig. 3: 2D representation of the embedding in the case of performance-increased

a certain task, and trying to move some steps on the path towards understanding
the mechanism of encoded-based models. In the majority of cases, this kind of
work focusses on the architecture of the transformers [15] and tries to extract
and interpret information provided by the neurons or attention mechanisms [3].

One example is the work of Dai et al. [7], where they identify some neurons
that express certain knowledge and tend to be activated by some prompts that
express the same knowledge. So, taking a BERT model without any kind of fine-
tuning, they noticed that some neurons tend to be involved when the prompt
expresses a certain type of concept.

Another case where BERT-based models are investigated for extracting knowl-
edge is the case of Kevin Clark et al. [5], where they focus on analysing the at-
tention mechanism. The study of attention mechanisms has pros that permit an
easy interpretation of the values because they give the weight that each word has
on the process of computing the next word representation, and they discover how
the attention mechanism tends to follow defined patterns and linguistic rules.

There are different feature selection methods that involve the use of the
BERT model; they are mainly focused on the selection of the relevant part of
the text to provide as input. An example is the work of Wang et al. [16], where,
with the goal of reducing the length of the text (BERT has a maximum length
of 512 subtokens), they select 4 different FS methods that help to keep only
the key concept. This is done to reduce the computational power required for
fine-tuning the model.
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Another example where the FS is applied to text classification is the work of
Hong et al. [10], where they focus on selecting discriminative-keywords from the
text using long short-term memory(LSTM) [9] for extracting in an unsupervised
way deep features from a bag-of-word vector.

From what we know, there isn’t an approach that weights the contextual
vector produced by a BERT-based model.
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9 Conclusions and future work

The outcomes demonstrate how successful FS may be in sparsifying the points
that represent the sentences and improving performance. This method can be
quite useful in many situations, offering a quick and automated solution to en-
hance performance regardless of the sample labels. This work opens up opportu-
nities for more research. To determine the significance of each contextual embed-
ding feature, one could opt for a more sophisticated approach that makes use of
additional unsupervised techniques (PCA, autoencoders, information gain, etc.).
It can also be considered to apply selection in every case where text similarity
is applied (text classification, QA, Natural Language Inference, etc.).

It can be very interesting to see what features are involved for each task and
domain; this can help explain the embedding process. Each feature can represent
a precise characteristic and push a clear division of this characteristic; this can
greatly assist the process of understanding natural language processing. It would
be interesting to try to compare fine-tuning and FS to check if the points that
encode the sentences tend to sparse their positions in a similar way and propose a
solution that avoids data and computational power consumption. In addition, we
could take into account a function that quantifies the density of the surrounding
space of a point, abandoning merely visual assessment with the objective of
proposing a function that can maximise the sparsity and, consequently, improve
performance.
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